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Abstract The goal of this project is to create a model that is able to predict the power output of the wind
farm based on real world data. Initially, a physical approach was used by studying and implementing
wake models available in literature. Then, its results and reasons why it failed to produce an accurate
prediction are briefly studied. Afterwards, the creation of a second model based on empirical data is
described. The new results are subsequently uncovered and described in order to understand its pros
and cons and suggest where to act in order to possibly obtain a more accurate model. As a next step,
the creation of a set of equations able to predict the power output of a single turbine using only wind
speed and direction as inputs is attempted. Finally, a third model predicting directly the power output
based on the wind speed and direction is formulated. The outcome of this last model is finally shown
and compared with the results from the previous one.

1. Introduction
Wind energy is continuously increasing its share
of installed power and energy produced world-
wide. However, because of the stochastic nature of
the wind resource, it results difficult to predict the
power output of a wind farm. Creating a model that
predicts the output of the wind farm would help in
this aspect and consequently give additional sta-
bility to the grid. The physical and the empirical
model that will be explained later aimed at finding a
series of normalised velocity deficits ∆U that would
allow to find the wind speed at the location of each
turbine according to equation (1).

u = U∞ · (1−∆U) (1)

On the other hand the third model here formu-
lated predicts directly the power output of the whole
wind farm.

1.1. Data
The data covered the 12 months of 2016 in 10
minute increments. Out of these 12 months, 9 were
used for the training of the model, while the remain-
ing 3 for its validation. The wind direction was de-
scribed starting from North (0◦) and going clock-
wise (East is 90◦).

2. Background
An extremely important aspect that influences the
power output and the layout of a wind farm is the

wake effect that happens behind a rotating turbine.
Several models describing it exist, but not all of
them can be implemented in the models created
in this project.

2.1. Wake Models
Jensen Model The first model created with the
goal of describing the wake behind a rotor is the
Jensen model [1], formulated in 1983. This model
was then improved by I. Katic [2]. The Jensen
model is used to describe the speed deficit de-
pending only on the downstream distance x. For
this reason, the Jensen model creates a top-
hat speed profile and is also defined as a one-
dimensional model. In this model, the wake ex-
pands linearly according to equation (2).

Dw = D · (1 + 2ks) (2)

with s = x/D and k defining the wake decay co-
efficient, which is usually equal to 0.04 and 0.075
for offshore and onshore sites respectively [3].

The wind speed u at a certain distance x (or s if
normalised) from the rotor is estimated with equa-
tion (3).

u = U∞ ·

[
1− 1−

√
1− CT

(1 + 2 · k · s)2

]
(3)
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Ainslie Model The next attempt to describe the
wake created by a wind turbine was made by J. F.
Ainslie in 1988 [4]. This model is based on time
averaged Navier-Stokes equations for an incom-
pressible flow. The main objective of this model is
not to provide an easily-applicable model (like the
Jensen model), but to thoroughly describe the be-
haviour of the wake behind a turbine [5]. For this
reason, it does not have an immediate equation to
use in order to estimate the deficit. The speed pro-
file obtained from this model does not vary only
with x but also with the distance from the centre-
line of the wake r.

Larsen Model The first version of the Larsen
model was published in 1988 [6], an improved one
was presented in 1996 [7] and the present version
was revealed in 2009 [8]. Like the Ainslie model,
the velocity profile described by the Larsen model
vary along the downstream direction and the radius
of the wake. The radius of the wake is defined in
(4):

Rw(x) =

(
105c21

2π

)1/5

· (CT ·A(x+ x0))1/3 (4)

For the formulation of x0, c1 and the speed deficit
∆U the reader is suggested to go through the orig-
inal article [8].

Frandsen Model The Frandsen model was pre-
sented in 2006 [9] and is used for large offshore
wind farms. It produces a top-hat velocity profile.
In its most recent version of the model, the diame-
ter of the wake is defined as in (5) [10].

Dw(x) = D ·max[β, α · s]1/2 (5)

with α = 0.7 and β = 1+
√
1−CT

2·
√
1−CT

. The speed
within the wake is estimated with equation (6),
where Aw,0 = A · β.

u =
U∞
2
·

(
1±

√
1− 2 · A

Aw
· CT

)
(6)

Where + is used when CT ≤ 0.75 and − when
CT > 0.75.

Gaussian Wake Model A more recent model is
the Gaussian Wake Model defined in 2014 [11].
This model requires the use of an expansion rate
k∗ which is site-dependant and varies with the
surface roughness and the turbulence intensity.
The normalised velocity deficit is calculated using
equation (7):

∆U

U∞
= C(x) · exp

(
−r2

2 · σ2

)
(7)

with C(x) = 1−
√

1− CT

8·(σ/D)2

2.2. Wake Combination Models
When using a wake model for a whole wind farm,
it is necessary to find a way to merge the sev-
eral wakes created by the turbines. There are four
methods that have been tested for this purpose.

Linear Superposition This method finds the
overall deficit by making the sum of the deficits of
all the wakes.

∆Un+1 =

n∑
j=1

(
∆U j |x(n+1)

)
(8)

Quadratic superposition This model is widely
used and was proposed by Katic when improving
the Jensen model [2].

∆Un+1 =

√√√√ n∑
j=1

(
∆U j |x(n+1)

)2 (9)

Superposition Within the Dynamic Wake Mean-
dering Approach This approach assumes that
the wakes intercepting the rotor are independent
of each other. Consequently, they are defined us-
ing the same inflow conditions, which are the mean
wind speed and turbulence field. The overall deficit
is computed as in (10), where i varies between 1
and n and represents an upstream turbine.

∆Un+1(t) = max
(
∆U i(t)

)
|x(n+1) (10)

Larsen Wake Superposition Approach In this
final model, each wake is calculated under un-
steady inflow conditions, which means that the up-
stream wakes are considered [12]. The flow field
U(t) at the location of the nth + 1 turbine is esti-
mated like in (11). Every single contribution Uj(t)
is calculated at the same location x(n + 1). U j(t)
represents the inflow condition at the instant t and
is calculated according to equation (12).

Un+1(t) = U0 +

n∑
j=1

(
Uj(t)|

Ũj(t)

x(n+1) − Ũj(t)
)

(11)

Ũj(t) = U0 +

j−1∑
i=1

(Ui(t)|x(j) − U0) (12)
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3. Physical Model

It was decided to base the physical model on the
Jensen model. The choice was made because it is
easy to implement in a wider model, usually lead-
ing to results that are comparable to the ones of
other more complex models [13]. Also, the linear
expansion was an extremely important aspect to
be able to detect the interceptions between wake
and rotor. For the Jensen model, the suggested
combination model is the quadratic superposition
method [2]. The velocity profile within the wind
farm would be then estimated by considering all the
wakes created by the turbines and their interaction
with the turbines themselves. This way the wind
speed at the location of each turbine and there-
fore the power output could be known. To simplify
the aspect of the interaction between wakes and
rotors, it was assumed that every time an intercep-
tion happened, it would be a complete one.

The model as here formulated still needed the
definition of two inputs relative to the wind condi-
tions, one describing the wind speed and the other
its direction. The input about the wind velocity
was chosen according to the value that minimised
the accumulated difference between the estimated
wind speeds and the ones measured at each tur-
bine. This value (uopt) resulted to be extremely
close to the average of the wind speed measured
by the turbines (uavg). Consequently, uavg was
chosen as the input relative to the wind speed.
The characteristic best describing the direction of
the wind within the wind farm was thought to be
the average wind direction among all the turbines.
Therefore, it was chosen to be the input relative to
the wind direction.

Before continuing with the estimations of the
deficits to which each turbine undergoes, the re-
liability of the data had to be tested. In order to
do so, a new set of power curves was creted us-
ing the data themselves and the evolution of the
wind field within the wind farm was studied. Sev-
eral sets of power curves were created but the best
one was found to be the one using box plots and
medians. In this case, the data were divided into
bins according to the wind speeds (each bin was
assumed to be of the size of 0.5m/s) and then the
relative box plots were plotted. Sequently, the me-
dian of each box was found and a curve passing
through them was fitted. By calculating the real-
tive Cp, it was found that two turbines collected
unreliable data relative to the wind velocity. When
estimating the power output of these turbines, the
power curves provided by the manufacturer were
used instead. In order to check the validity of the
data relative to the wind direction and the possible
presence of significant obstacles, several consec-
utive quiver plots were created. The observation

of these plots allowed to find 4 additional turbines
that collected unreliable data. The data collected
by the unreliable turbines were not used in any of
the calculations.

Finally, all the deficits experienced by the wind
turbines were calculated for each speed bin of
0.5m/s and angular sector of 22.5◦. These deficits
were collected and organised in a 3D array, where
the three dimensions represented the turbine num-
ber, the speed bin and the angular sector. This
way, by knowing the two inputs it was possible to
find the deficit experienced by each turbine with
those wind conditions and consequently estimate
the power produced. However, in order for the
deficit to be valid the distance between the rotor
creating the wake and the one intercepted had to
be lower than 40 diameters and the deficit higher
than or equal to 0.01.

4. Results of the Physical Model

In order to verify the validity of the results obtained
by the simulations made using the physical model
several methods were used. The first one was to
compare the wind field obtained from the data and
the one found with the model. The comparison
was made by means of contour plots, which al-
lowed to have an overall view of the wind speed
thoughout of the wind farm. Subsequently, the val-
ues of the estimated wind speed at each turbine
was compared with the measured one in order to
have a more precise idea of the discrepancies.
These two analysis produced bad results as the
outcome of the model did not resemble the mea-
sured behaviour. From the latter analysis resulted
that according to the model several turbines expe-
rience tha same wind speed, which is highly un-
likely. In another study, the deficit of the wind tur-
bine experiencing the highest wind speed accord-
ing to the data was estimated. Obviously, such a
deficit should be equal to 0, however in some cases
this did not happen. This aspect further highlights
the need for improvements relative to this model.
Therefore, it was checked if the value of uopt was
the correct one. It was confirmed that the mini-
mum found during the minimisation of the accumu-
lated difference was a global one as the function
had only one minimum.

Given the lack of results from the physical model,
possible reasons were studied. Probably, the most
important one is the lack of a study relative to the
wind field in the wind farm before the installation of
the turbines. If a similar study had been present,
possibly no turbines would have experienced the
same wind speed according to the model and the
outcome would have better resembled the mea-
surements. Another extremely important reason is
that when merging the wakes, three phenomena
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were not considered [14]:

1. if the two wakes are aligned, the resulting one
will recover faster than the one produced by a
single turbine

2. if they intercept each other only partly, both of
them will recover along a more extended dis-
tance

3. a certain wake can be forced to move by the
pressure field created by another wake

The results lacked consistency also because the
data were collected within time gaps of 10 minutes.
Such a time gap is very wide for a stochastic re-
source like wind and therefore does not allow to
describe it properly. The other reasons were prob-
ably not as important but still played a role in the
failure of the physical model. For example, several
additional aspects like the variability of the surface
roughness length and also its value were not prop-
erly considered [15]. Also, not all the effects on the
atmosphere were taken into account as the wakes
and the rotors have an influence on the value of
the stability [16] [17] [18]. It was also found that
the Jensen model usually overestimates the value
of the wind speed at the centreline [15]. Two lasts
aspects that if included could have improved the
model are the ground-reflected wakes and the con-
sideration of some obstacles within the wind farm
(e.g. met masts).

5. Empirical Model
Given the lack of consistency of the results of the
physical model, it was decided to create a new
model in order to attempt to better predict the out-
put of the wind farm. Since the aspects that were
not considered in the previous model were numer-
ous, it was thought that the best way to include
them all was to use a statistical approach based
on the data collected by the wind turbines. Two
aspects from the previous model were maintained
as they were still valid: the power curves and the
list of unreliable turbines. The goal of this second
model was to create a set of equations giving the
power output of each turbine as a result depending
on the inputs. In order to have the model prop-
erly working, the inputs had to describe the wind
conditions (speed and direction) and were conse-
quently chosen to be two. Since this new model
attempted to find the wind speed at the location of
each turbine based on the undisturbed wind speed,
it was thought that the best characteristic describ-
ing it was the maximum wind speed measured by
any of the reliable turbines. On the other hand, the
input relative to the wind direction was chosen to
be the average direction of the ones collected by
the turbines.

As it has just been said, the goal of this model
was to describe the wind speed experienced by
any turbine starting from the undisturbed value. In
order to do so, the average of the measured wind
speeds when certain wind conditions happened
was estimated. The wind conditions were defined
in bins of the size of 0.5m/s and angular sectors of
10◦. This definition was kept for speed values be-
tween 3m/s and 14m/s, because beyond the lat-
ter value not enough data in order to properly de-
fine an average condition were available. From the
average speeds it was then possible to estimate
the deficits in comparison to the undisturbed (max-
imum in this case) wind velocity. Similarly to the
previous model, these deficits were then gathered
in a 3D array where the three direction stood for the
wind turbine number, the speed bin and the angu-
lar sector. This way it was easy to identify the de-
sired deficit when needed during the prediction. In
the case of the unrelaible turbines, a weighed aver-
age of the deficits estimated for the turbines within
a 1km radius of the unreliable turbines was done
in order to find the deficit. The weights were the
reciprocal of the distances from the analysed tur-
bines as they gave more importance to the nearest
turbines.

By comparing the deficits obtained using the
physical model and the ones produced by the em-
pirical model, it has been noted that the latter val-
ues were significantly higher, which is in accor-
dance with the fact of having neglected numerous
elements during the formulation of the first model.
Like for the physical model, contour plots and com-
parisons between the wind velocities at the tur-
bines locations were analysed. Once again, the
results were not completely accurate but closer
than for the physical model. Given the more sim-
ilar speed values, the prediction of the remaining
3 months was attempted. In this case the results
are generally closer to reality compared to the pre-
vious analysis, but still there were some cases in
which significant discrepancies were present. Af-
ter simulating the single months, shorter time in-
tervals were studied in order to better note the dif-
ferences between the predicted and the measured
value. An example of the results obtained is re-
ported in Figure 1, where also the mean absolute
error throughout the chosen day is reported.

As a next step, a possible reason for the lack
of continuity in the consistency of the results was
seeked. Therefore, the standard deviation of the
average speed previously calculated in order to es-
timate the deficits was computed. Some of the val-
ues found reached very high values, both in ab-
solute and percentage terms. This was therefore
thought as the main cause for some of the signifi-
cant discrepancies noted during the analysis of the
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Figure 1: Comparison between measurements and results of
the empirical model relative to the power output on 26/10/2016

3 months. High values for the standard deviation
could have been easily predicted as they are in ac-
cordance with the stochastic and variable nature of
the wind. The results from the first couple of analy-
sis suggested that the empirical model could have
been improved. Consequently, it was attempted
to include the weather conditions into the model
in order to increase the accuracy of the predic-
tions. However, no significant pattern among the
several meteorological variable and the wind speed
or the power output was found. Therefore, no addi-
tional terms were added to the model. Still, some
possible improvements were thought for a possi-
ble future continuation of the study. First of all, a
longer period of time should be used for the train-
ing of the model. This way all the possible com-
binations of wind velocity and direction could ver-
ify (which did not happened using only 9 months).
Also, using such a limited amount of months might
have affected the results because of the seasonal
variability and of possible unique conditions hap-
pened during the year 2016. An important ame-
lioration would be to include the variability of the
wind within the model using statistics. This addi-
tion would make the model better at reproducing
some of the fluctuations. An alternative in order to
improve the prediction of the fluctuations is to use
shorter time gaps for the collection of the data as
in 10 minutes the wind can vary significantly. Also,
if the wind speed changes of a certain amount, the
power output will vary of a higher quantity as it is
proportional to u3.

6. Creation of the Series of Equations
The last step relative to the empirical model is the
the creation of a series of equations representing
the behaviour of the deficits previously found. This
operation would allow to quickly know the output
of each operating turbine once the conditions of
the incoming wind were known. Using the deficits
all the power outputs for wind speeds varying be-
tween 3m/s and 25m/s and for every possible an-
gular sector of 10◦ could be estimated for each tur-
bine. Consequently, all the inputs (speeds and di-

rections) and outputs (power) were known. In this
case, the best operation in order to find the desired
equations is the surface fitting. The first attempts
to find the equations were carried out using soft-
wares created exactly for this purpose. Several re-
sults with an elevated R2 value were found using
these softwares. However, they were not able to re-
produce the oscillations of the data either because
the results were almost constant with direction or
because the fluctuations had different period and
amplitude. Anyway, a couple of interesting func-
tions were found and used to run two optimisations
each. The first optimisation aimed at minimising
the accumulated difference between the results of
the equation and the data, while the goal of the
second one was to maximise the value of R2. The
results of the otimisations once again did not re-
semble the data because of fluctuations.

In a second approach, after finding a function re-
sembling the power curve for each direction (and
therefore depending only on the wind speed), a
pattern between each single parametre character-
ising this function and the wind direction had to be
found. The function found to best represent the
typical behaviour of the power curve is the Five Pa-
rameter Logistic Fit, reported in one of his versions
in equation (13).

f(x) = d+
a− d(

1 +
(
x
c

)b)e (13)

where a is the minimum asymptote, b is the
steepness of the curve, c indicates the inflection
point, d stands for the maximum asymptote and e
is the assymmetry factor. If e is equal to 1 the curve
will be symmetrical and with 4 free parametres. In
an attempt to simplify the fitting and the following
step of finding a pattern between the parametres
and the direction, three parametres were blocked
and only two kept free. Consequently, the parame-
tres a, d and e were fixed at a value of 125 (which
was a more or less average value for the power out-
put at 3m/s), 2300 (which is the rated power of the
turbines) and 1, respectively. Therefore, equation
(13) became equal to (14).

f(x) = 2300 +
125− 2300

1 +
(
x
c

)b (14)

Afterwards, the equation (14) was fitted to some
of the 36 power curves and the relative values of
b and c were saved. As a final step the pattern
between their values and the direction was seeked.
However, no pattern was found and therefore also
this second attempt of surface fitting failed.
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7. Empirical Power Model
Since in every step of a model usually the mar-
gin of error increases, it was thought that a new
model with the minimum amount of steps possible
could be created. In order to have the least amount
of steps possible in the creation of the model, the
power output of the whole wind farm was studied
and organised depending on the conditions of the
incoming wind. In order to keep the error as low as
possible, only the time slots when all the turbines
were operating were used. This decision how-
ever decreased significantly the amount of avail-
able data. During the creation of this model all
the turbines were considered reliable, as it was not
possible to check the validity of the measurements.
Since the model was based on the conditions of the
undisturbed wind the inputs were chosen to be the
same as for the empirical model, maximum wind
speed and average direction. The dimensions of
the speed bins and the angular sector were main-
tained respectively at 0.5m/s and 10◦.

In this last model the average output of the whole
wind farm when certain wind conditions happened
was estimated and collected in a matrix with the
angular sectors in the columns and the speed bins
in the rows. After having estimated all the aver-
age power outputs, it was possible to predict the
3 months left for the validation of the model. Also,
the same shorter time intervals analysed in the em-
pirical model were predicted and compared with
the previous results. The results of the prediction
of the same day examined previously (26/10/2016)
are shown in Figure 2.

Figure 2: Comparison between measurements and results
of the empirical power model relative to the power output on
26/10/2016

As it was done in the previous case, the standard
deviation was studied as it was probably the reason
for the discrepancy with the measurements. Again,
the standard deviation reached important values in
certain cases, highlighting that the variability of the
wind is most probably the reason for the discrepan-
cies. In addition to the standard deviation, also the
coefficient of variation and the greatest difference
between the average power output and any of the
measurements were computed. The results high-

light even more what has just been stated about the
variable nature of the wind. By examining these re-
sults, it was noted that the variability of the wind is
higher than the possible error introduced by a not
operating turbine. For this reason, the results of the
empirical power model could be used to predict the
output also when not all the turbines are producing
power.

As a next step in the analysis, the results of the
empirical and of the empirical power model were
compared. It was found that the former model
tends to predict spikes even though there are none
in the measurements. Also, it is better at predicting
the power production when it reaches high values
and when it fluctuates. On the other hand, the em-
pirical power model is better when the power out-
put is lower and produces overall lower mean ab-
solute errors. Finally, possible ways to improve the
model were proposed. The suggestions were basi-
cally the same as for the empirical model, as more
data should be used in the creation of the model
and the variability should be considered either sta-
tistically or by using shorter time gaps for the col-
lection of the measurements. In this case the need
of more data is even stronger as the training used
only 6 months of data because in some cases one
or more turbines were not operating.

8. Conclusions
Among the main topics studied, the ones that led
to the best outcomes are the study of the empir-
ical and empirical power model. In some cases,
they presented good results however, in others
the difference between the outcome of the mod-
els and the measurements was significant. This
aspect highlights the fact that the models as they
are are not good enough to precisely predict the
output of the wind farm. On the other hand, the
aspect producing the worst outcome was the phys-
ical model, especially considering the time spent
formulating it. By analysing the reasons of its fail-
ure, the shortcomings of the Jensen model when
working on its own were exposed. Another aspect
that did not produced the desired outcome was the
creation of the set of equations. For this aspect
different methods and approaches were used, but
even though the results improved they were never
satisfactory. However, it was highlighted that the
work conducted so far has a good potential for fu-
ture improvements, especially considering that in
future more data will be available. The work car-
ried out shows also that the best approach for this
type of study is the statistical one, as the physical
phenomena to be considered are too many.
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On the application of the jensen wake model
using a turbulence-dependent wake decay co-
efficient: The sebierum case. Wind Energy,
2016.

[4] J. F. Ainslie. Calculating the flowfield in the
wake of wind turbines. Journal of Wind Engi-
neering and Industrial Aerodynamics, 1988.

[5] D. R. VanLuvanee. Investigation of observed
and modeled wake effects at horns rev using
windpro. Master’s thesis, Denmarks Tekniske
Universitet, 2006.

[6] G. C. Larsen. A simple wake calculation pro-
cedure. Technical report, Risø National Labo-
ratory for Sustainable Energy, Technical Uni-
versity of Denmark, 1988.

[7] G. Larsen, J. Højstrup, and H. A. Madsen.
Wind field in wakes. European Wind Energy
Conference and Exhibition, 1996.

[8] G. C. Larsen. A simple stationary semi-
analytical wake model. Technical report, Risø
National Laboratory for Sustainable Energy,
Technical University of Denmark, 2009.

[9] S. Frandsen, R. Barthelmie, S. Pyror, O.
Rathmann, S. Larsen, J. Højstrup, and
M. Thøgersen. Analytical modelling of wind
speed deficit in large offshore wind farms.
Wind Energy, 2006.

[10] D. J. Renkema. Validation of wind turbine
wake models. Master’s thesis, Delft University
of Technology, 2007.

[11] M. Bastankhah and F. Porté-Agel. A new an-
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